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Abstract—We suggest that people’s responses to a robot of which attention starts to be distracted show whether they accept the robot as an intentional communication partner or not. Human-robot interaction (HRI) as well as human-human interaction (HHI) is sometimes interrupted by disturbing factors. However, in HHI people continue to communicate with a partner because they presuppose that the partner may shift his/her interactive orientation based on his/her internal state. We designed a communication robot equipped with a mechanism of saliency-based visual attention and evaluated it in an observational experiment of HRI. Our sociological analysis of people’s responses to our robot showed that it was accepted as a proactive communication agent. When the robot shifted its attention to an irrelevant target, the human partners, for example, followed the line of the robot’s gaze and tried to regain its attention by exaggerating their actions and increasing their communication channels as they would do toward a human partner. Based on these results, we conclude that disturbance can be an encouraging factor for human activity in HRI. The results are discussed from both a sociological and an engineering point of view.

I. INTRODUCTION

What makes human-robot interaction (HRI) more social? Although measuring the sociality of interaction seems to be difficult, many researchers have been attempting to find the factors influencing the human impression of robots [1]. Goetz et al. [2], for example, suggested that matching a task and the robot’s behavior to it improves human-robot cooperation. They designed two types of robots, a playful and a serious one, and compared the people’s acceptance of the robots working either on an entertaining or a serious task. Their results showed that people interacted longer with and accepted more the robot which acted in an appropriate manner to the task. Minato et al. [3] defined the familiarity of a robot with respect to its appearance and behavior. They extended the uncanny valley proposed by Mori [4] and described how the above two factors synergistically affect the people’s impression of a robot. Their experiments using their android, in which the human response of breaking eye contact was measured, showed that people dealt with the android as a human-like agent. These studies had a major impact on the design of communication robots, however, they focused only on the factors directly relevant to HRI.

Our key interest is to find out additional factors, which are not the primal elements of HRI but could evaluate and encourage it. We propose that disturbance in interaction can be such a factor. Imagine human-human interaction (HHI): Our interaction is sometimes interrupted by an irrelevant element. When two people are talking on the telephone and one of them starts to watch television, for example, the conversation could be interrupted because the attention of whom watching television might be engaged by it. Although HHI can be disturbed like this, people seldom give up communicating but try to repair it. One reason is that we assume that the partner’s attention is driven by his/her internal states, e.g., belief, desire, or intention, and does not always respond to us. On the other hand, if we consider that a partner does not have its internal state like a machine and a computer, we would stop to communicate and not try to regain the partner’s attention. We therefore suggest that investigating people’s reactions to a robot of which attention starts to be distracted allows us to evaluate whether the robot is accepted as an intentional communication partner or not.

We furthermore point out that changes in people’s responses caused by disturbances can aid a robot communicating with and learning from them. In the example mentioned above, if the partner’s attention is engaged by the television, the other would probably start to talk louder and highlight the tone of his/her voice to regain the partner’s attention. He/She may even move his/her hands and body although he/she knows this motion cannot be recognized by the partner. We consider these phenomena as positive effects caused by disturbance because the reinforced and additional actions may help the partner to presume the meaning and the intention of the actions.

We investigate from a sociological perspective how disturbance in HRI affects the behavior of human partners. As nowadays an interdisciplinary discourse is continuously emerging in the field of robotics (e.g., [5], [6]), we wish to add an analytical perspective from the field of sociology. We believe that a qualitative approach helps to reveal effects induced by disturbance, to discover how people act and react toward a robot, and thereby to contribute to the development of social robots.

In Section II, we describe sociological phenomena of HHI and disturbance in communication. Our robot simulation as a communication partner is explained in Section III. In Section IV, we show an experiment of HRI using the robot, and discuss the results from both a sociological and an engineering point of view in Section V. Finally, the conclusion is given in Section VI.
II. SOCIOCOLOGICAL DISCUSSION ON HHI

A. Participation in Social Interaction

Every contact which takes place between humans, who are acting toward others, is social. Interaction means communicating with partners in attendance. One criteria for communication is the reciprocal pericpiciene, whereas the presence or media mediated utterances of both partners is a prerequisite to be acquired [7]. The reciprocity of awareness of the coparticipants means both are sharing contextual perceptions which enable them to construct a common sense and to build a situated common ground. These operations open an intersubjective space of social actions and expressions. Participating in an interaction means to be engaged in the emerging course of action with interactive practices and to shape it [8]. Therefore an interaction system can be understood as a set of reciprocal addressed behavior [9].

Sequences of contributions of speech and actions like mimic, gesture, and body movements are aligned with the partner in each interaction [10], [11]. All elements of the dialog are organized as reciprocal turns which are successively arranged in a turn-taking set. Each participant of an interaction is oriented toward the partner by considering his/her individual situated involvement. This phenomenon includes a sensitivity to the coparticipant and his/her situatedness. Sacks et al. [12] named the context-aware possibility of referencing to partners’ actions and utterances in HHI recipient design. Sociological reflections since Garfinkel [13] take into account that interactions are situated in a specific context constructed by each interaction partner employing his/her own category systems, commonsense knowledge, and practical reasoning to the actual experience. Though the interaction partners achieve mutual understanding. As a consequence of this individual construction of the specific social situation, actors are able to act within their circumstances and interprete others.

B. Dealing with Disturbances

Communications are fragile and their alternating follow-up is often disrupted by surrounding factors. What happens in case of addressing someone who has lost concentration and is occupied with processing information derived from a third person’s perspective? This shift of the attention will be understood as a set of reciprocal addressed behavior [9].

Fig. 1 (a) shows a sample scene from the experiment, in which the degree of saliency is represented by the

III. DESIGN OF A COMMUNICATION ROBOT

A. Robot's Face Simulation

Fig. 1 (c) shows a simulation of a robot’s face used in our experiment, which was originally developed by Ogino et al. [15] for studying the emotional state of a robot. The robot can be controlled by using four parameters of the eyes, four of the eyebrows, eight of the upper and lower eyelids, and two of the mouth. Thus, it can move the eyes so that a human partner recognizes that it is gazing at a certain location in the environment. The eyelids, the eyebrows, and the mouth are used for blinking and showing emotional expressions of the robot, which makes the communication more natural. In the experiment described in Section IV, the robot is displayed on a computer screen with a camera for the robot’s vision. No microphone or speaker is used, meaning the robot can only respond visually but not acoustically.

B. Mechanism of Visual Attention

We adopt a model of saliency-based visual attention [16], [17] as the mechanism for the robot’s vision. The model, inspired by the behavior and the neuronal mechanism of primates, imitates the primary attention of humans, who can rapidly detect and gaze at salient locations in their views. A salient location is here defined as a spot which locally stands out from the surroundings because of its color, intensity, orientation, flicker, and motion [17]. The model therefore works in a bottom-up manner without any knowledge about the environment or a task but allows the robot to detect likely important information in communication. The effectiveness of the model has been demonstrated in the studies of social robot learning and social robot interaction (e.g., [18], [19]).

Fig. 1 (a) shows a sample scene from the experiment, in which a human partner is picking up and showing a red cup to the robot, and (b) shows the corresponding saliency map, in which the degree of saliency is represented by the
Fig. 1. A scene without disturbance, in which the robot is looking at the red cup held by the human partner

Fig. 2. A scene with disturbance (a black and white circle) superimposed in the image, which attracts the robot's attention more than the yellow cup because of the highly contrasted intensity and the motion

brightness of the pixels. Using the map, the robot selects the most salient location to attend to frame by frame. The attended location is denoted by a red circle in (a), and its trajectory over the last five image frames is denoted by green lines. In this scene, the red cup held in the right hand of the human partner is gazed at and has been tracked for a while because of its outstanding color and motion. Fig. 1 (c) shows the robot's face captured when it looks at the red cup. The robot’s eyes are controlled so that human partners can recognize it is responding to their actions and is looking at an interesting location. Note that human partners can only see the simulation of the robot’s face, but not the camera image or the saliency map.

C. Disturbance in Robot’s Vision

To create a visual disturbance for the robot, we superimpose a salient feature in the robot’s camera image. Fig. 2 shows a scene captured while a salient feature is put at the upper-right corner of the image. The disturbance is a white circle with a smaller black circle, which vibrates randomly. Because of its highly contrasted intensity and the motion, the disturbance is detected mostly, but not certainly, as the most salient location in a scene. In Fig. 2, the robot gazes at the disturbance although the human partner tries to attract its attention by showing the yellow cup and shaking her left hand. Note that human partners cannot see the disturbing feature in the real environment. The initial position of the disturbance is fixed at the upper-left or upper-right corner of the image.

IV. EXPERIMENT OF HRI

A. Setting and Procedure

We conducted an observational experiment of HRI using the robot simulation. Fig. 3 (a) illustrates the experimental setup, and (b) shows a scene of videotaped interactions. A human partner was sitting in front of a monitor displaying the robot, and a camera for the robot’s vision was placed on the monitor. Another camera beside the monitor recorded the interaction between a human partner and the robot reflected on a mirror.

Subjects were 22 university students, 16 of them study computer science and the others sociology or linguistics. They were instructed to teach some tasks, e.g., stacking cups and sweeping on the table, to the robot. Nothing about the usage of gesture or speech was mentioned although the robot’s capability was explained, i.e., it could not respond acoustically but only visually. Note that the detailed mechanism of the robot’s vision was not shown to the subjects. The interaction took five to thirty minutes depending on the subject. An experimenter controlled the timing to insert and to remove the disturbance responding to the subjects’ actions toward the robot, which means that the subjects’ efforts do not directly effect to regain the robot’s attention. Another experimenter asked some questions about the impressions of the robot afterwards.

B. Methodology of Sociological Analysis

Qualitative sociological methodology helps to identify concrete human behavior and social interaction in a con-
textual setting. It seeks to describe the underlying social patterns which occur as concrete phenomena in the real world. In this experiment we make use of ethnomethodological conversation analysis for investigating the video data of the HRI.

Conversation analysis is a qualitative method to evaluate the speech and action processes of individuals in a continuous interaction situation [7]. This close grained analytical technique starts with describing prominent elements from the empirical data. With the categorization of action patterns, the interaction structure can be revealed.

The goal of the sociological reasoning in our HRI experiment is to evaluate the interactive potential of irritation. The disturbance of the robot becomes part of the interaction system, meaning it causes irritation in the human partners that leads to a change in their behavior. Therefore their most common reactions, while a disturbance occurred to the robot, have been collected and classified.

C. Categorization of People’s Responses

In the beginning of the interaction, most of the subjects concentrated on their own actions. They were showing different strategies concerning eye-contact in order to check the robot’s attention: some inspected the robot’s gaze just after a fulfilled task, and others checked more often. When they recognized extraordinary changes in the robot’s gaze behavior, they got irritated. Ascertainning a much more differentiated set of actions in case of disturbance than expected primarily, we searched for specific features in the human behavior. Here we focused on aspects that occurred during the interactions affected by the interruption.

Analyzing the individual performances, we found a set of main strategies. They were directed toward the robot and attended to evaluate the cause of its behavior. By bringing these observations to a more abstract level, we propose a two-dimensional map shown in Fig. 4, which illustrates the categories of the subjects’ responses caused by the robot’s disturbance.

We have five categories on two dimensions: the physical and psychological distance to the robot and the implied change in the subjects’ activity, strong enough to recover the relationship in the ongoing HRI.

1) Building triadic interaction: While interacting with the robot, some subjects followed the line of the robot’s gaze when it was disturbed and tried to achieve joint attention (see Fig. 5 (a)). At the same time, they often commented verbally on the expected direction of the robot’s gaze, although there would not be anything to discover. This reaction shows butted involvement. A human is following the robot’s action and attributing to it a participant’s role in the interaction. This phenomenon marks the evolvement of a triadic interaction, which includes the surrounding context.

2) Attracting the robot’s attention to oneself: The next category represents a huge variety in the reactive intensity. The subjects began exaggerating their already performed actions. Their gesture and movement became larger (see Fig. 5 (b)). Others called the robot, just started to talk to the robot or made noise, even though they already had tested the robot would not react to acoustic signals (see Fig. 5 (c)). They seemed to try to attract the robot’s attention to themselves.

3) Attracting the robot’s attention to an object: The third category assembles strategies that could possibly attire the robot’s attention back to the object, i.e., getting closer to the robot while demonstrating the object (see Fig. 5 (d)). The object has been shaken or closely presented to the robot. Some subjects also pointed to the object to re-attract the robot’s gaze.

4) Getting into the robot’s attention: Reaching closer to the robot builds the fourth category of action. Here we sum movements like a physical approach of the subjects to the robot. Some of them even spatially moved into the line of the robot’s gaze (see Fig. 5 (e)). As a consequence, they became more present to the robot and decreased the psychological distance to it.

5) Reflecting to oneself: The fifth category assembles the biggest and smallest change in the human activity compared to their former way of action toward the robot. Some of them tested their hypothesis on the robot’s functionality by increasing and others by reducing the intensity of their activity (see Fig. 5 (f)). This included the sequential variation of the subject’s former applied action patterns toward the robot.

In this experiment, humans performed social actions toward the robot. Ordering the categories of observed behavior depending on the complexity of the interaction and its direction, we consider three groups: a triadic relation (category 1), a dyadic one (categories 2 to 4), and other (category 5), in which people do not direct interactive utterances but rather go along with inner reflections.

As expected, people interacting with the robot, which was affected by an emerging disturbance, showed an immediate change in their behavior when they realized the interaction.

<table>
<thead>
<tr>
<th>Categorization of People’s Responses</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Build triadic interaction</td>
<td>1)</td>
</tr>
<tr>
<td>Attract robot’s attention to myself</td>
<td>2)</td>
</tr>
<tr>
<td>Attract robot’s attention to object</td>
<td>3)</td>
</tr>
<tr>
<td>Reflect for myself</td>
<td>5)</td>
</tr>
<tr>
<td>Get into robot’s attention</td>
<td>4)</td>
</tr>
</tbody>
</table>

Fig. 4. Five categories of people’s responses caused by disturbance in two-dimensional space: physical/psychological distance to robot and change in activity/relationship.
has been concerned. They intended to repair the situated disorder. Our findings prove that human action is likely to be varied in case they do not relieve the expected results. The reactions demonstrate a renewed conceptualization of the situation and the modification of the human hypothesis on the robot’s functions, which reminds of recipient design in HHI. All of these strategies tend to refresh and repair the irritated flow of communication. After disturbance, the completion of the primordial task was often abandoned, but the communicative process has been reestablished and the interaction mostly even intensified.

V. DISCUSSIONS

A. Sociological Perspectives on People’s Interaction Strategies

Our qualitative analysis revealed a set of multiple human reactions in the HRI setting. The differences occurring among individuals might be taken into account carefully as they show the social process and its situatedness. We need to reflect diverse terms belonging the interaction. What do the participants take into account, and therefore what do their expectations toward the robot’s actions consist of? Which knowledge do they bring in? The strategies varied for example based on the subject’s familiarity with robot systems. Experts rather than laymen intensified an informed testing about what could have caused the fault. The practical strategy is therefore based on individual reasons as background knowledge and projections which derive from expectations by humans who apply recipient design. Our evaluation demands further investigations concerning the variety of the interactive behavior influenced by the background knowledge of humans.

In the focus of these interactions between a human and a robot, the problem in acting, speaking, hearing and interpreting became evident. The human partners used social repairing mechanisms as known in sociological conversation analysis. One effect of the disturbance is the encouragement of gestures and utterances. The irritation of the subject caused by the robot’s miss-linked focus can motivate to reveal strategies to regain the robot’s attention and to recover a turn-taking process. This phenomenon can also be detected in participants in HHI. They often establish turn-taking systems, which organize the exchange of information efficiently, and also apply repair mechanisms to vanquish distractions. Further sociological work should investigate the interactive relations in HRI and concentrate on the directed attention which can effect mutual talk-in-interaction between a human and a robot.

B. Engineering Findings on Robot’s Attention Mechanism

Our analysis on HRI offers perspectives on designing social learning robots. Our robot equipped with the ability of saliency-based visual attention succeeded in motivating people to continue to communicate longer. In the experiment, most subjects held on to the communication for more than ten minutes, and some even continued for more than thirty minutes although the robot responded only visually. They seemed to try to uncover the attention mechanism of the robot through the long interaction. This result indicates that the primal but adaptable attention mechanism allowed people to partially understand the robot’s behavior, and consequently motivated them to continue to communicate.

The attention mechanism also enabled the robot to take the initiative of communication. When the robot was distracted by a visual disturbance, some subjects tried to follow the line of its gaze in order to achieve joint attention. In contrast to the current studies on robotic joint attention (e.g., [20]–[22]), in which a robot could only follow the human gaze, our robot was able to lead the communication. Moreover, the people’s response of following the robot’s initiative indicates that they assumed some sort of intention of the robot. Thus, we suggest that the adaptable attention behavior of the robot enabled it to be accepted as an intentional and proactive communication agent.
Furthermore, the attention mechanism had the effect of encouraging people to modify their actions as in motionese [23]. Motionese, which is parental modifications in their infant-directed actions, is suggested to help robots as well as infants to detect the meaningful structure of the actions [19], [24], [25]. Exaggerating actions like moving larger and closely showing objects, which were observed in our experiment, is a typical phenomenon of motionese. Increasing communication channels is also suggested to support the understanding of actions [26], [27]. Nagai and Rohlfing [19] showed that the same attention mechanism as used in our experiment for the robot's vision can leverage the benefit of motionese. We will further investigate how the attention behavior of the robot influences people’s demonstration of actions.

VI. CONCLUSION

Interaction with robotic partners will become more common in the near future. A promising approach to designing HRI is to learn from HHI. Sociological studies on HHI indicate that an interruption in the communication can cause positive effects. Thus we focused on disturbance, an occurrence that is usually not appreciated in communications, and examined how it affects HRI. Our experiment showed that human partners started to exaggerate their communicative activity and to increase their communicative channels when realizing that the robot shifted its interactive orientation. Human partners moreover tried to achieve joint attention by following the line of the robot's gaze. We conclude with these results that disturbance does not always discourage people but can rather encourage them to make the communication with a robot more social.
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